
10TH WORKSHOP 
ON 

SYMBOLIC

DATA ANALYSIS

SYMBOLIC
DATA ANALYSIS

Programme and Abstracts 

SDA 2025

9 - 11 June 2025

University of Zagreb
Faculty of Organization and Informatics

Varaždin, Croatia





J. Dobša, M. Buhin Pandur
(Editors)

10th Workshop on Symbolic Data Analysis
SDA 2025

Programme and Abstracts

9 – 11 June 2025
University of Zagreb Faculty of Organization and Informatics

Varaždin, CROATIA



Title: 10th Workshop on Symbolic Data Analysis SDA 2025: Programme and Abstracts

Publisher: University of Zagreb Faculty of Organization and Informatics,
Pavlinska Street 2, 42000 Varaždin, Croatia

For Publisher: Prof. dr. sc. Marina Klačmer Čalopa
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Preface

The 10th Workshop on Symbolic Data Analysis (SDA 2025) is being held in Varaždin, a city in
northern Croatia, from June 9th to June 11th 2025, and is co-organized by the University of Zagreb
Faculty of Organization and Informatics, and the Croatian Mathematical Society.

The goal of the Workshop is to provide a platform for networking among researchers working in
the field of SDA, and to foster the exchange of ideas and recent advances in the area. On the
first day of the event, prior to the official opening, tutorials and software demonstrations related to
SDA are held. These sessions are organized in a hybrid format—both online and in person—with
the aim of popularizing the field among young researchers, professionals from industry, and other
interested participants.

We are witnessing the rapid development of the field of Data Science. The growing availability of
data and the increasing computational power to process vast amounts of information in real time
have opened unprecedented opportunities for gaining insights. At the same time, they have raised
concerns about biased interpretations and the unexplanability of increasingly complex models. To
develop data analysis models that are robust to these challenges, collaboration between the sci-
entific community, industry, and public institutions—both national and international—is essential.
As part of the effort to strengthen the collaboration between the Croatian Bureau of Statistics and
the research community, a panel discussion titled “New Horizons in Official Statistics: Techniques,
Tools, and Challenges” is included in the program.

The scientific program of the Workshop includes fundamental research and modeling in the field of
SDA, investigations in established domains of data analysis using SDA tools, and applications in
areas such as portfolio management and sentiment analysis. The chapters of this book of abstracts
reflect the thematic sections of the Workshop: Foundations of SDA and Statistical Modeling I, Di-
mensionality Reduction, Foundations of SDA and Statistical Modeling II, Clustering, Regression,
Supervised Learning, and Applications of SDA.

We would like to express our sincere gratitude to all authors for their contributions, and to the
reviews for their valuable feedback and suggestions, which have significantly contributed to the
quality of this Book of Abstracts.

Special thanks go to the University of Zagreb Faculty of Organization and Informatics, and the
Croatian Mathematical Society for their generous support in organizing the event. We also grate-
fully acknowledge the sponsors, whose support helped make the participants’ stay in Croatia more
pleasant and welcoming.

Finally, we thank all participants for their interest in SDA. The continued development of this field
depends on the engagement of a vibrant and curious community.

Varaždin, June 2025

Paula Brito
Simona Korenjak-Černe
Jasminka Dobša
Maja Buhin Pandur
Diana Šimić
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09:15 Participants Welcome

09:30 – 11:00 Tutorial (+ online)

Chair: Jasminka Dobša

Symbolic Data Analysis – Why, How, What for?

Paula Brito

11:00 – 11:30 Coffee break

11:30 – 13:00 Software Presentations (+ online)

Chair: Renata M. C. R. de Souza

11:30 – 12:00 The RSDA Package

Oldemar Rodríguez

12:00 – 12:30 R Package MAINT.Data

Pedro Duarte Silva

12:30 – 13:00 HistDAWass: an R Package for the Exploratory Analysis of Histogram Data

Antonio Irpino

13:00 – 14:15 Lunch break

14:15 – 14:30 Workshop Opening

14:30 – 16:30 Session I: Foundations of SDA and Statistical Modelling I
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14:30 – 15:00 File Representations of Symbolic Data for Open Science

Vladimir Batagelj

15:00 – 15:30 Central Limit Theorem for a Set-valued Martingale
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15:30 – 16:00 Multiblock Analysis of Distributional Data

Paula Brito, Ndeye Niang, A. Pedro Duarte Silva, Stephanie Bougeard
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10:30 – 11:00 Explainable Outlier Detection in Interval-valued Data Using a Robust
Covariance Estimator
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11:00 – 11:30 Coffee break
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M. Rosário Oliveira, Conceição Amado
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Rafaella L. S. do Nascimento, Renata M. C. R. de Souza, Francisco José A.
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12:00 – 13:00 Session VII: Applications of SDA

Chair: Oldemar Rodríguez
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12:30 – 13:00 Symbolic Data Analysis Approach to Identify Adolescent Profiles Based on
Momentary Self-assessments and the Use of Internet Applications

Jasminka Dobša, Simona Korenjak-Černe, Miranda Novak, Maja Buhin
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File Representations of Symbolic Data for Open Science
Vladimir Batagelj1,2,3,⋆

1. IMFM Ljubljana
2. UP FAMNIT Koper
3. UL FMF Ljubljana
⋆Contact author: vladimir.batagelj@fmf.uni-lj.si
ORCID: 0000-0002-0240-9446

Keywords: Open Science, FAIR, SDA file format, JSON, Standards.

In Open Science (Wikipedia, 2025), there is a growing emphasis on publishing research data fol-
lowing the FAIR principles (Findable, Accessible, Interoperable, Reusable) (GoFAIR, 2016). Ad-
hering to these standards ensures the verifiability of the results and enables alternative analyses.
Additionally, open data contributes to greater diversity in datasets, supporting the development and
testing of new methodologies.

In symbolic data analysis, the starting point is usually a generalized (symbolic) data table, where
variable values can be structured (combinations of primitive values). These require specialized
external (file-based) and internal (in-memory) representations. Ideally, the two representations
would be compatible.

This presentation focuses on file-based descriptions of symbolic data tables, which can facilitate
seamless data exchange between symbolic data analysis tools.

Figure 1: Google trends XML : JSON

Most formats for structured data are based on XML or JSON, with JSON increasingly favored in
modern applications – see Figure 1. JSON description is not only a valid JavaScript expression
but also uses data structures that are natively supported by most programming languages (e.g., R,
Python, Julia, C++) (JSON, 2017; ECMAScript, 2024; Batagelj, 2016).
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Beyond the raw data, it is essential to incorporate metadata in the file description. When designing
such descriptions, it is advisable to rely on established standards, such as persistent identifiers
(DOIs, ORCID, ROR) (DPC, 2025), ISO standards (ISO, 2025), schema.org (Schema.org, 2025),
Dublin Core (DCMI, 2025), etc.

Adopting these practices ensures better interoperability, reusability, and long-term preservation of
symbolic data.

The data and code will be available at GitHub/bavla symDATA/format.
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Central Limit Theorem for a Set-valued Martingale
Andrej Srakar1,⋆

1. Institute for Economic Research Ljubljana
⋆Contact author: andrej.srakar@ier.si

Keywords: Central limit theorem, Set-valued process, F-martingale

In classical data analysis, objects and patterns are usually described by a vector of qualitative or
quantitative measurements, where each column represents a single variable. This is too restrictive
to represent more complex data. To take into account the uncertainty and/or variability to the
data, variables can assume sets of categories or intervals even with frequencies or weights. Such
kind of data have been mainly studied in Symbolic Data Analysis (SDA) (see, for example, Bock
and Diday, 2000; Billard and Diday, 2006; Diday and Noirhomme-Fraiture, 2008; Noirhomme-
Fraiture and Brito, 2011). While now with several developed approaches and work on foundations
in terms of asymptotics, inference and frequentist/Bayesian alternatives (see e.g. Zhang et al.,
2020), the field is still in its infancy with many standard methodological approaches lacking proper
development.

In our article, we address the necessary tools for asymptotic analysis of symbolic data. It can be
studied in the context of set-valued stochastic processes (see, e.g., Schmelzer, 2013). A random
set is a random variable whose values are subsets of some set E. In the following, let E be a
topological space and let G(E) and F (E) denote, respectively, the family of open and closed
subsets of E. The Borel σ-algebra on E is denoted by B(E) and P (E) is the power set of E. Let
(Ω,Σ, µ) be a σ-finite measure space. Let A : Ω → P (E) be a set-valued map / multifunction
in a measurable space (Ω,Σ). The map A is called weakly (or Offros) measurable if its upper
inverse A−(G) ∈ Σ for all G ∈ G(E), and it is called strongly measurable if A−(B) ∈ Σ for all
B ∈ B(E). For a weakly measurable, almost surely non-empty multifunction A : Ω → F (E) we
define Sp(A) = {α ∈ Lp(Ω;Σ) : α(ω) ∈ A(ω) for almost all ω ∈ Ω} which is a closed subset of
Lp(Ω;Σ). If Sp(A) ̸= 0 there exists a Castaing representation consisting of integrable selections,
that is a sequence {αn}(n∈N) ⊆ Sp(A) such that A(ω) = cl({αn(ω)}(n∈N)for all ω ∈ D(A)).

We let X be a separable Banach space with norm | · |. We shall denote P (X) to be the set of
all nonempty subsets of X , C(X) to be the set of all closed sets of P (X), and K(X) to be the
set of all compact convex sets in P (X) with respect to the norm topology on X . Next, we let
L0(E,C(X)) = L0

ε(E,C(X)) be the set of all measurable set-valued mappings F : E → C(X)
distinguished up to µ-a.e. equality. A set-valued stochastic process Φ = {ϕt}(t∈[0,T ]) is a family of
set-valued random variables taking values in C(Rd). We call Φ measurable if it is B([0, T ])

⊗
F -

measurable as a single set-valued function on [0, T ] × Ω. We denote L0
F ([0, T ] × Ω, C(Rd)) to

be the space of all set-valued, F-progressively measurable processes taking values in C(Rd). We
say that a set-valued process M = {Mt}(t∈[0,T ]) is a set-valued F-martingale if M ∈ L0

F ([0, T ] ×
Ω, C(Rd)),Mt ∈ A1

Ft
(Ω, C(Rd)), 0 ≤ t ≤ T .

In our article we use Stein approaches and Fourier analysis to prove the following central limit
theorem for the set-valued F-martingale:

Theorem: Let M = {Mt}t∈[0,T ] be a set-valued uniformly square-integrably bounded F-martingale.
Let H = {Ht}t∈[0,T ] be a set of bounded and predictable processes. Take a right-continuous filtra-
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tion Ft. Let Ui(t) =
∫ t

0
Hi(u)dMi(u), i = 1, 2, ... We write U(·) =

∫ ·
0
f(s)dW (s), where W (·) is

a Wiener process, and where f(·) is such that
∫ t

0
f 2(s)ds = α(t). Then ΣUn(·) −→w U(·), where

U(·) is a zero-mean Gaussian process with independent increments and variance function α(·).

The above central limit theorem can be proven also for more general set-valued quantities and
processes and we discuss its extensions.
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Multiblock Analysis of Distributional Data
Paula Brito1,⋆ , Ndeye Niang2, A. Pedro Duarte Silva3, Stephanie Bougeard4

1. Faculty of Economics, University of Porto & LIAAD INESC TEC, Portugal
2. CEDRIC, Conservatoire National des Arts et Métiers, Paris, France
3. Universidade Católica Portuguesa, Católica Porto Business School and CEGE, Portugal
4. Department of Epidemiology, ANSES, France
⋆Contact author: mpbrito@fep.up.pt

Keywords: Histogram data, Multiblock regression, PLS regression.

We are interested in distributional numerical data, where, for each variable, the units are described
by empirical distributions. In our model, each distribution is represented by a location measure
and interquantile ranges, for a chosen set of quantiles (Brito and Duarte Silva, 2025). This leads
naturally to blocks of indicators associated with each of the descriptive variables. We propose to
take into account this structure into homogeneous blocks using multiblock methods. Within this
framework, both supervised as well non-supervised methods may be addressed.

In this work, we address regression between distribution-valued variables within the multiblock
framework. As the indicators in each block may, by nature, be strongly related, we use PLS multi-
block regression to manage multicollinearity (Bougeard and Dray, 2018). In our model, there is
one response block corresponding to the distributional-valued target variable Y , with the respec-
tive indicators, and several similar blocks corresponding each to a descriptive distributional-valued
variable Xj , all blocks having the same size. The method allows understanding the importance
in the model of each distributional variable as a whole (interpretation at the block-level), as well
as the relevance of each individual indicator of each descriptive variable (interpretation at the
indicator-level).

Applications to real data put in evidence the interest of the proposed approach.
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Statistical and data analysis methods have been developed mainly in cases where variables take
a single value, however, there are several situations in which the use of this type of variables
can cause the loss of relevant information. In the case of quantitative variables, more complete
information can be achieved by describing a set of statistical units as interval-type symbolic data,
that is, when the value taken by a variable is an interval of the form [a, b], with a, b ∈ R, a ≤ b.

Using this type of data offers computational advantages, since it is possible to summarize large
data sets in a more manageable size, keeping as much information as possible from the original
database. Different methods have been developed for the analysis of interval-type symbolic data,
such as regression models, principal component analysis, correspondence analysis, among others.

In symbolic linear regression models with the method of centers and ranges, one of the most
commonly used measures of goodness of fit is the symbolic coefficient of determination, which
is an extension of the coefficient of determination in classical data, because a classical regression
model is applied to the centers matrix and another regression model to the ranges matrix Lima
Neto, E. and De Carvalho, F. (2010).

In the article called Geometric goodness of fit measure to detect patterns in data point clouds,
Hernández, A. and Solís, B. (2023) present the construction of a geometric goodness of fit index
for classical data, similar to the coefficient of determination R2.

The use of alpha shapes, which represent a continuous extension of the data-point set, is applied
to point clouds that are obtained from the results of a regression model, and it is established that
the index measures the difference in area between the alpha shape and the smallest rectangular
window that contains the cloud of data points.

This index has proven to be very useful for the study of regression models, since it allows the iden-
tification of geometric patterns that relate the predictor variables to the response variable, likewise,
in the article UMAP projections and the survival of empty space: A geometric approach to high-
dimensional data Solís, M. and Hernández, A. (2024), this index was applied to a dimensionality
reduction problem.

As in classical data, in symbolic data the coefficient of determination has some shortcomings;
R2 increases if new variables are added to the model, in small samples it tends to be larger and
ignores the geometric arrangement of the data Cramer, J. (1987), so now the interest is to be able to
establish a geometric goodness of fit index for symbolic data of the interval-type that solves these
problems.

This work extends the concept of geometric goodness-of-fit index to interval-type symbolic data,
focusing exclusively on the geometric characteristics of point clouds associated with rectangular
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clusters. The proposed index: R2
Int,α is based on the analysis of the empty space loss function

using alpha shapes, allowing for the identification of geometric structures in these clusters.

The study examines how the index evolves with respect to the parameter α, demonstrating its
capacity to detect relevant geometric features in symbolic regression models. Two algorithms are
proposed to compute the index: Method of centers and Method of centers and extremes and their
effectiveness is assessed through experiments using symbolic linear regression models applied to
interval-type data.

Results indicate that the proposed index captures global geometric characteristics and reveals inter-
nal and external structures in the data. Furthermore, the method of centers and extremes offers an
improvement over the method of centers by considering the variability of interval-type variables.

Figure 1: Left and Right extremes of a rectangular clustering

Figure 1 shows one of the stages of the developed algorithm, in which two point clouds are ex-
tracted from a rectangular cluster associated with a predictor variable of a regression model.
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This paper proposes an innovative extension of Principal Component Analysis (PCA) that tran-
scends the traditional assumption of data lying in Euclidean space, enabling its application to data
on Riemannian manifolds. The primary challenge addressed is the lack of vector space operations
on such manifolds. Fletcher et al., in their work Principal Geodesic Analysis for the Study of Non-
linear Statistics of Shape, see Fletcher et al. (2004), proposed Principal Geodesic Analysis (PGA)
as a geometric approach to analyze data on Riemannian manifolds, particularly effective for struc-
tured datasets like medical images, where the manifold’s intrinsic structure is apparent. However,
PGA’s applicability is limited when dealing with general datasets that lack an implicit local dis-
tance notion. In this paper, we introduce a generalized framework, termed Riemannian Principal
Component Analysis (R-PCA), to extend PGA for any data endowed with a local distance structure.
Specifically, we adapt the PCA methodology to Riemannian manifolds by equipping data tables
with local metrics, enabling the incorporation of manifold geometry. This framework provides a
unified approach for dimensionality reduction and statistical analysis directly on manifolds, open-
ing new possibilities for datasets with region-specific or part-specific distance notions, ensuring
respect for their intrinsic geometric properties. In the paper Rodríguez (2025), you can see the
detail. We, also, examine how R-PCA significantly improves upon the Center Method in Principal
Component Analysis for Interval-valued data.
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Currently, the development of models and methods for the representation, analysis, interpretation
and organization of distributional data is growing (Brito, P., Dias, S., 2022). Linear models are
the basis of several statistical methods, such as linear regression, linear discriminant analysis and
principal component analysis. The Distribution and Symmetric Distribution (DSD) linear regres-
sion model proposed in Dias S. and Brito P. (2015) allows predicting the distribution of the target
variable from other histogram-valued variables, and is obtained optimizing a criterion based on the
Mallows distance between the observed and the predicted distributions.

In this work a Principal Component Analysis that uses the definition of linear combination consid-
ered in the DSD Model is proposed. Each principal component is obtained by a linear combination
of the p original correlated histogram-valued variables as follows:

Ψϵ(t) =

p∑
j=1

ajΨXj
(t)− bjΨXj

(1− t) with aj, bj ≥ 0

where ΨXj
(t) and ΨXj

(1− t) represent, for each individual, the quantile function of the histogram
Xj and the quantile function of the respective symmetric histogram, respectively.

In this work, we consider the definition of covariance between histogram-valued variables as pro-
posed by Irpino A. and Verde R. (2015), and which is based on the Mallows distance.

For the first principal component, the vector of the non-negative parameters γ = [a1 b1 . . . ap bp] is
estimated maximizing the variance of the first principal component, that in this case is a quantile
function, Ψϵ1(t). The definition of variance (Irpino A. and Verde R. , 2015) is the follows:

var(Ψϵ1(t)) =
1

n

n∑
i=1

D2
M

(
Ψϵ1(i)(t),Ψϵ1(t)

)
=

1

n

n∑
i=1

m∑
ℓ=1

pℓ

[(
cϵ1(i)ℓ − cϵ1ℓ

)2
+

1

3

(
rϵ1(i)ℓ − rϵ1ℓ

)2]

where Ψϵ1(t) is the barycenter of Ψϵ1(i)(t) and cϵ1ℓ , rϵ1ℓ are the mean of the centers and of the
half-ranges of the sub-intervals, respectively.

Similarly to the classical statistics but considering the definitions presented above, the parameters
for the first principal component are obtained.
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Maximize var(Ψϵ1(t))

subject to

γγT = 1

aj, bj ≥ 0

Maximisation of the variance of the first principal component is obtained by solving this quadratic
optimization problem.

The proposed approach for determining the first principal component may be particularized to
Interval-valued variables, which constitute a special case of histogram-valued variables.

Examples illustrate the behaviour of the method in different situations.
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In symbolic data analysis the objects of study are second-order units, that is data resulting either
from aggregation or observation, where there is inherent uncertainty regarding the precise mea-
surements of each first-order unit. We propose the adaptations of entropy in information theory–δ-
information content and δ-entropy–to quantify uncertainty in the case of interval–valued data.

We define the δ-information content of a non-degenerate interval L as ηδ(L) = − log
δ

m(L)
and propose the δ-entropy of an Interval-valued random variable Z with probability distribution

p(Zi) = pi as its expected δ-information content, i.e. Hδ(Z) = E(ηδ(Z)) = −
∑

i pi log
δ

m(Zi)
.

We show that δ-entropy enjoys several analogous properties to regular entropy and that it can mea-
sure two important layers of uncertainty in Interval-valued data: the distribution of symbolic data
itself, and the distribution of first-order units within their respective symbolic representations. We
conclude with an application to select the concepts of minimum δ-entropy with which to represent
real-valued data as Interval-valued data.
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Since the first exploration of PCA for interval data with the centers method (Cazes et al., 1997),
where the Interval-valued matrix is reduced to midpoints for traditional PCA, several alternative
approaches have emerged. For example, the vertices method (Cazes et al., 1997) transforms in-
tervals into matrices of vertices treated as independent observations, although this approach was
later criticized by Chouakria et al. (2011) for inadequately capturing internal variability and for
the inherent dependence among vertices. In response to these issues, Lauro and Palumbo (2000)
advanced the field with methods such as symbolic-object PCA, range transformation PCA, and
a mixed strategy, and further refined the approach with the midpoint-radii method (Palumbo and
Lauro, 2003) by separating centers and ranges in the analysis.

Building on these developments, more sophisticated methods have been proposed. Gioia and
Lauro (2006) introduced an interval algebra-based PCA, while other approaches like the Complete-
Information-based PCA (CIPCA) (Wang et al., 2012) and the Symbolic Covariance PCA (SC-
PCA) (Le-Rademacher and Billard, 2012) have been developed, offering alternative mathematical
formulations to handle interval data. As one of the latest advancements in this area, the Best Point
(BP) method (Arce and Rodríguez, 2019) challenges the assumption that the center is the opti-
mal representative for PCA analysis by instead strategically selecting an optimal point within each
interval based on specific optimization criteria.

Although the original BP method yielded valuable insights, it was limited in its optimization scope.
Building on its inherent flexibility, we propose an extended analytical framework that incorporates
three additional optimization criteria: individual representation, variable representation, and angles
between variables.

To address the challenge of balancing these potentially competing objectives, we adopt the multi-
objective optimization framework developed by Monteil et al. (2020). This approach integrates
genetic algorithms (Eiben and Smith, 2015) with an enhanced version of the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) method (Liu and Nocedal, 1989) to simultaneously optimize across all
five criteria.

The practical benefits of this enhanced BP approach are illustrated through a case study using the
face recognition dataset by Leroy et al. (1996), which comprises Interval-valued features derived
from images, capturing variability across multiple instances. Comparing the performance of the
traditional center method, vertex method, and the five BP variants, the results show substantial
improvements in the new optimization criteria. Notably, the multi-objective approach achieves a
balanced compromise among competing goals, although some trade-offs remain.

Empirical findings highlight the method’s capacity to preserve the primary data structure while of-
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fering deeper insight into the internal variability of symbolic observations. Visualizations demon-
strate that while the overall configuration of principal components remains consistent across meth-
ods, the dispersion and coverage of the intervals vary significantly. This indicates that the choice
of optimization criteria can profoundly influence the interpretability and utility of PCA outcomes
in symbolic contexts.

The enhancements to the BP method provide researchers with a more flexible and powerful tool for
analyzing complex Interval-valued data. This work also opens new directions for future research,
particularly in refining optimization techniques and exploring broader applications across domains.
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We consider numerical distributional data, where units are described by histogram or Interval-
valued variables Yj, j = 1, . . . , p. In our model, each distribution is represented by a central
statistic C, and the logarithm transformation of inter-quantile ranges, for a chosen set of quantiles
ϕ1, . . . , ϕq, denoted R∗

h, h = 1, . . . ,m, where m = q − 1 is the number of considered intervals.
Typical cases consist in using the median, or else the midpoint, as central statistics, and quartiles, or
other equally-spaced quantiles (Brito and Duarte Silva, 2025); Interval-valued data are represented
by midpoints and log-ranges (m = 1) (Brito and Duarte Silva, 2012).

Multivariate Normal distributions are then assumed for the whole set of indicators. Furthermore,
we consider alternative structures of the variance-covariance matrix. In the most general formu-
lation we allow for non-zero correlations among all central statistics and log-ranges; for distribu-
tional variables there are however other cases of interest, whether the variables, the central statistics
and the different log-ranges, are or are not correlated between or among themselves, leading to five
different configurations in the distributional data case, and four configurations for Interval-valued
data.

In this work we consider these data as matrix-valued data, represented as a tensor of dimension
n× p× q, following (Mayrhofer et al, 2025), X ∼ ME(M,Σvar,Σind, g), where

• Σvar is p× p and gathers variances and covariances between the variables Yj

• Σind is q × q and gathers variances and covariances between the considered indicators
C,R∗

1, . . . , R
∗
m

• g(z) =
exp(−z/2)

2πpq/2

In this model, the global covariance matrix Σ is written as Σ = Σind ⊗ Σvar. This implies that
we assume that covariances between the different indicators are constant across variables, thereby
obtaining a more parsimonious model and reducing the number of parameters to be estimated.
The different covariance configurations correspond to setting Σind and/or Σvar as block-diagonal
matrices.

The Matrix Minimum Covariance Determinant (MMCD) method (Mayrhofer et al, 2025) accounts
for the matrix-variate data structure and robustly estimates the mean matrix, as well as the row-wise
Σvar and column-wise Σind covariance matrices.

Robust Mahalanobis distances based on MMCD estimators then allow for outlier detection. Using
the concept of Shapley values for outlier explanation in this the matrix-variate setting, enables the
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decomposition of the squared Mahalanobis distances into contributions of the variables, indicators,
and individual cells of the matrix-valued observations.

Applications to real data put in evidence the interest of the proposed approach.
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Symbolic Data Analysis focuses on modelling complex data structures, preserving the data’s un-
derlying variability while also reducing the dataset size. In this work, we concentrate on one of
the most commonly used symbolic data types, Interval-valued data. These data structures can
be useful when dealing with Big Data, but not without presenting challenges that call for novel
strategies.

One of these challenges is estimating the location and scale of Interval-valued random vectors. This
can be done using the barycentre approach based on the Mallows’ distance (Irpino and Verde, 2015;
Oliveira et al., 2024). Nevertheless, the presence of anomalous data points in real-life datasets
raises an additional issue, since it can strongly influence these (classical) estimates, leading to the
necessity of robust methods. To address this, we extend the Minimum Covariance Determinant
(MCD) estimator (Rousseeuw and van Driessen, 1999) to Interval-valued data in order to obtain
robust estimators of location and scale. The first step is to define the optimization problem and
proving the concavity of the objective function (Boyd and Vandenberghe, 2004). Under these
conditions, the MCD estimator for Interval-valued data can be derived applying the Majorization-
Minorization algorithm (Lange, 2016) with Taylor’s expansion.

As a product of the MCD algorithm, we obtain a robust distance that can be used in detecting out-
lier observations. As in the conventional case, outlier detection can be accomplished by assigning
suitable cut-off values or even by exploiting the farness concept (Raymaekers et al., 2022). Ad-
ditionally, this robust distance can be decomposed into each variable’s outlyingness contribution,
using the Shapley value, a game theory concept that has become prominent in Explainable AI. This
contributes to the interpretation of Interval-valued multivariate outliers, following the idea of the
Mahalanobis distance decomposition in conventional statistics (Mayrhofer and Filzmoser, 2023).

In the interest of evaluating the performance of the Interval-valued MCD estimator and outlier
detection method, a simulation study is conducted. We compare the proposed robust estimator
with the classical estimators across several contamination levels, using synthetically generated
symbolic datasets. The results show that, for all considered levels of contamination, the Interval-
valued MCD estimator consistently outperforms its classical counterpart in estimating the symbolic
covariance matrix. As for the outlier detection method, it achieves high accuracy, specially when
paired with the farness concept.

Finally, we apply our outlier detection method to a real-life dataset, where the Shapley values
prove to be particularly helpful in interpreting the identified outlier observations. Our findings
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show that the proposed methods are powerful tools for robust symbolic data analysis in real-world
applications.
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In this study, we are concerned with multivariate numerical distributional data. Recent studies
have focused on histogram-valued variables. Each unit i of a histogram-valued variable Y can
be represented by the classical representation of a histogram HY (i) or its corresponding quantile
function ΨY (i)(t) with t ∈ [0, 1] under some distributional assumption.

We focus on density-valued variables, instead of histogram-valued variables, where each unit i is
represented by its (estimated) density or the corresponding quantile function. One can estimate the
density-valued variables with a non-parametric kernel density estimator (KDE). Considering that
each unit i corresponds to N observations at microdata level, we can express KDE as

f̂(x) = 1
Nh

∑N
k=1K

(
x−Xk

h

)
, where h is the bandwidth and K(u) is a kernel function; the Gaussian

kernel is often used and can be expressed by K(u) = 1√
2π
e−

1
2
u2

.

Clustering aims at identifying groups of similar units within a dataset. This study focuses on
hierarchical clustering, particularly agglomerative approaches. Dissimilarity measures are pivotal
for density-based clustering. Table 1 lists the dissimilarity measures used in our study.

Table 1: Dissimilarity measures between density functions.

Bhattacharyya DB(f1(x), f2(x)) = −ln

(∫
X

√
f1(x)f2(x)dx

)
Hellinger DH(f1(x), f2(x)) =

√
1−

∫
X

√
f1(x)f2(x)dx

Mallows DM(Ψ1(t),Ψ2(t)) =
√∫ 1

0
(Ψ1(t)−Ψ2(t))2dt

Total Variation DTV (f1(x), f2(x)) =
1

2

∫
X
|f1(x)− f2(x)|dx

Jeffreys divergence DJ(f1(x), f2(x)) =

∫
X
(f1(x)− f2(x))ln

(
f1(x)/f2(x)

)
dx

L2 DL2(f1(x), f2(x)) =
√∫

X (f1(x)− f2(x))2dx

In Table 1, f1(x), f2(x) are density functions where we assume the same domain X and Ψ1(t),Ψ2(t)
are the quantile functions of density f1(x) and f2(x) respectively, with t ∈ [0, 1]. In hierarchical
clustering methods, the choice of linkage criteria plays a crucial role in defining the clustering
structure. For this study, we have considered the Single, Complete, and Unweighted average (UP-
GMA) Linkage methods described in Table 2.
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Table 2: Linkage methods.

Single linkage DC(A,B) = min
a∈A,b∈B

DU(a, b)

Complete linkage DC(A,B) = max
a∈A,b∈B

DU(a, b)

Unweighted average linkage DC(A,B) =
1

|A|.|B|
∑
a∈A

∑
b∈B

DU(a, b)

In Table 2 A and B represent two clusters, and DU(a, b) =
√∑p

j=1D(aj, bj)2 denotes the distance
between units, where each unit is described by p variables, and distance D is defined in Table 1.

The method was applied to a dataset of 31 European countries’ GDP between 1995 and 2022 and
includes the following GDP components “Private Consumption, “Public Consumption", “Gross
Capital Formation", “Export Goods" and “Import Goods". To decide on the number of clusters,
we use the well-known Silhouette coefficient described by Peter J. Rousseeuw (1987). Usually, a
higher value of the silhouette coefficient means a better separation. In addition to the value itself,
one can visualize the silhouette plot and validate its structure. The clustering allowed us to put
in evidence groups of countries with similar distributions of the variables considered. In Figure 1

Figure 1: Silhouette coefficient when k varies between 2 and 10

we can observe the variability of the silhouette coefficient across different numbers of clusters
(k = 2, · · · , 10) for different linkage methods and dissimilarity measures. One can argue that the
Complete and UPGMA linkages provide the best silhouette coefficient on average, in particular for
the Jeffreys divergence, Bhattacharyya and Mallows dissimilarity measures, and that Single linkage
has the worst performance. A simulation study was performed for these dissimilarity measures to
further investigate their behaviour in this context.
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Interval observations are examples of symbolic data. This article adapts the concepts of princi-
pal component analysis and clustering algorithms to develop a new methodology for interval data.
Chavent’s (1998, 2000) monothetic divisive clustering algorithm has been used extensively for
clustering Interval-valued observations. To overcome some limitations of this algorithm, three
new algorithms are proposed herein, one using the Chavent center based ordering idea but applied
to principal components of each hypercube, one as a double ordering criteria using both interval
endpoints, and a third as a mixed-strategy double algorithm that is based on the principal com-
ponents criteria applied to both interval endpoints. Simulations show the proposed algorithms
outperform previous methods; a real data set is analysed.
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In today’s big-data era, summarizing complex datasets with minimal information loss is crucial.
Modern approaches often deal with numeric observations represented by probability or frequency
distributions, capturing key features like mean, variability, and skewness of the underlying phe-
nomenon. This gives rise to distribution-valued data (DD), where each datum is a univariate dis-
tribution. Within the Symbolic Data Analysis (SDA) framework Bock and Diday (2000), such
variables are known as distributional variables, with histogram valued variables being a notable
example. SDA extends classical methods (e.g., clustering, PCA, decision trees) to handle symbolic
data such as intervals, categories, or distributions and is closely linked to multivariate analysis, and
pattern recognition (Bock and Diday (2000)). Various clustering methods have been proposed for
distribution-valued data, often grounded in Dynamic Clustering (DC) or k-means techniques. The
dynamic clustering algorithm proposed by Diday and Simon (1976) is an iterative two-step method
that alternates between forming clusters and identifying optimal prototypes (e.g., means, factorial
axes, probability distributions) by locally minimizing an adequacy criterion.

Although several clustering methods for symbolic data have been proposed in the literature, few
studies have explored the use of Mahalanobis distance for distributional variables. The extensions
developed for interval data (Souza et al., (2004); De Carvalho and Lechevallier (2009)) do not
generalize well to full distributions, mainly because density, quantile, and cumulative functions
do not naturally lie in a Hilbert space, making the application of standard clustering techniques
challenging.

To overcome this limitation, we propose a new dynamic clustering algorithm based on Maha-
lanobis distance for distributional data. The approach relies on two complementary components:
the Log Derivative Quantile (LDQ) transformation (Petersen and Müller (2016)), which allows the
shape and variability of distributions to be represented in a Hilbert space, and the minimum value
of the quantile function, for recovering the location information lost during derivation. This com-
bination enables consistent comparison of distributions in terms of shape, variability, and position,
thereby enhancing clustering performance.

Let Ω = {1, . . . , n} be a set of n objects described by p variables. Each object ei (i = 1, . . . , n)
is represented as a vector of LDQ functions xl

i(t) = (x1l
i (t), . . . , x

pl
i (t)) and a vector of minimum

values xm
i = (x1m

i , . . . , xpm
i ). We assume that the prototype of a cluster Ck (k = 1, . . . , K) is also

represented as a vector of average LDQ functions gl
k(t)=(g

1l
k (t), . . . , g

pl
k (t)) and average scalar

values x̄m
k =(x̄1m

k , . . . , x̄pm
k ).

The dynamic clustering algorithm combines the Mahalanobis distance computed on the LDQ func-
tions with the Mahalanobis distance computed on the minimum values. This allows the method to
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account for both variability in the functional form and positional information:

J =
K∑
k=1

∑
i∈Ck

[
d2M l

k
(xl

i(t),g
l
k(t)) + d2Mm

k
(xm

i , x̄
m
k )

]
(1)

Dynamic clustering algorithms set an initial partition and alternate three steps until convergence,
when the criterion J reaches a stationary value representing a local minimum.

We apply the algorithm to cluster Italian municipalities based on daily pollutant data (CO2, PM10,
PM2.5). Our objective is to identify clusters of municipalities that exhibit similar distributional
pollutant profiles. The results highlight substantial differences in the distributions of pollutant
levels in Italian municipalities. Specifically, spatial patterns reveal that municipalities in northern
Italy exhibit systematically higher levels of emissions and particulate concentrations, while those
in southern Italy show the lowest levels across all pollutants. Municipalities in the central regions
display intermediate distribution profiles, reflecting a more mixed environmental context. The
work opens up for further development and is a contribution in clustering and distributional data
analysis techniques.
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The Symbolic Data Analysis (SDA) community has devoted substantial effort to developing linear
regression models for Interval-valued data, leading to a rich and extensive body of literature on
this topic. The existing approaches primarily differ in how the regression model is formulated,
the definitions adopted for linear combinations of Interval-valued variables, and the strategies em-
ployed to handle the non-negativity constraints of the interval ranges. Further distinctions arise in
the depth and scope of the inferential analyses conducted, as well as in the proposed extensions
to non-linear regression frameworks. A comprehensive overview of the principal contributions in
this area can be found in de Carvalho et al. (2021) and the references therein. Additionally, efforts
have been directed towards enhancing the robustness of classical linear regression estimators for
interval data, addressing the sensitivity of traditional methods to outliers and model deviations; see
Fagundes et al. (2013); Lima Neto and de Carvalho (2018) for an in-depth discussion and further
references.

In this work, we propose a linear regression model in which both the response variable and the
explanatory variables are intervals. Apart from an error term, the response variable is expressed
as a linear combination of the explanatory variables using Moore’s algebraic structure (see Girão
Serrão et al. (2023) for further details). This formulation provides a clear structural interpretation
of the regression coefficients, explicitly and jointly modeling the center and range of the response
variable. To estimate the regression coefficients, we use the L2 Wasserstein distance, and the
regression model linking macrodata and microdata proposed in Oliveira et al. (2021), which allows
for the explicit derivation of ordinary least squares estimators.

As in conventional least squares estimation, the derived estimators remain sensitive to outliers.
To mitigate this limitation, we introduce robust M-estimators tailored for Interval-valued regres-
sion. Their performance is benchmarked against some of the existing approaches, including those
proposed by Fagundes et al. (2013); Lima Neto and de Carvalho (2018).
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In symbolic data analysis, regression trees have been employed to model complex data structures,
including variables represented as intervals. However, the use of the centre and range method as
a representation strategy for Interval-valued variables has not yet been explored within the frame-
work of symbolic regression trees. This gap presents an opportunity to extend current method-
ologies and evaluate whether this representation enhances predictive performance or model inter-
pretability.

In this paper, we analyze the synthetic dataset cardiologicalv2, available in R. Symbolic
regression trees are constructed using the RSDA package, which requires careful tuning of the
minsplit and maxdepth parameters to optimize predictive accuracy. Various parameter com-
binations are evaluated by constructing a regression tree for each and computing the difference in
root mean squared error (RMSE) between training and testing sets. The combination yielding the
lowest prediction error is selected as optimal.

As an alternative, the centre and range components of the symbolic table are extracted, and two
separate regression models are built using the rpart function—one for the centres and another for
the ranges. Interval predictions are then reconstructed as [centre−range, centre+range], following
the methodology introduced by Lima Neto and de Carvalho (Lima Neto and de Carvalho (2008)),
who proposed this approach in the context of linear regression for Interval-valued symbolic data,
reporting promising results on both synthetic and real datasets.

To compare the effectiveness of both approaches, RMSE is used as the evaluation metric, with the
goal of minimizing predictive error.

The results reveal that the centre and range representation does not outperform the traditional
symbolic regression tree. On the contrary, interval reconstructions yielded substantially higher
RMSE values (lower bound RMSE = 19.14, upper bound RMSE = 11.74) compared to those
obtained directly from symbolic trees (lower bound RMSE = 0.18, upper bound RMSE = 1.41).
These findings suggest that decomposing the interval into separate components may lead to a
significant loss of structural information, at least in the context of symbolic regression trees.
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This paper introduces regression models that integrate sentiment analysis into Interval-valued data,
aiming to improve predictive accuracy in contexts where data variability plays a critical role. The
proposed methodology begins by transforming textual information into numerical representations,
using methods based on predefined emotion dictionaries, commonly referred to as lexicons.

The process starts by creating a structured collection of documents, known as a corpus Feinerer
et al. (2008), built using the tm package in R Feinerer and Hornik (2019). After constructing the
corpus, the analysis applies a series of preprocessing steps, including the removal of punctuation,
numbers, stopwords, and redundant whitespace, followed by lemmatization Addiga and Bagui
(2022). It then constructs a term-document matrix M ∈ Nm×n, where each row represents a
document and each column corresponds to a unique term. Each entry in the matrix represents the
frequency with which the corresponding term appears in the text collection Feinerer et al. (2008).

Using the textdata package Silge and Robinson (2022) in R, the methodology retrieves the
Afinn and NRC lexicons to generate a unified dictionary L. It then divides this dictionary into two
subsets based on term polarity: one containing negatively connoted terms, and the other, positively
connoted terms. These subsets are used to filter the term-document matrix M , yielding two new
matrices: M−, which includes only negatively connoted terms, and M+, which includes only
positively connoted ones.

The analysis enhances semantic sensitivity by incorporating contextual modifiers such as negators,
intensifiers, and attenuators. These modifiers alter both the polarity and emotional intensity of
terms, so the model adjusts term frequencies accordingly. It uses the hash_valence_shifters lexicon
from the lexicon package Rinker (2023) in R to identify such modifiers.

If a term is preceded by a negator, the analysis inverts its polarity and moves it to the opposite ma-
trix. It also adjusts frequency values: it adds 0.2 when an intensifier is present, subtracts 0.2 when
the term is attenuated and leaves the value unchanged if no modifier applies. This procedure pro-
duces adjusted matrices M+adjusted and M−adjusted, which more accurately represent the emotional
content of the text.

From these matrices, the analysis constructs an interval for each document di:

Ii =

[
−

p∑
j=1

M−adjusted
ij ,

q∑
j=1

M+adjusted
ij

]

where p and q denote the number of positive and negative terms, respectively. The lower bound
captures the accumulated intensity of negative connotations (expressed with a negative sign to

61

mailto:danisemo@hotmail.es


reflect emotional opposition), while the upper bound reflects the total of adjusted positive conno-
tations. The resulting interval becomes a new symbolic variable in the dataset.

To evaluate the impact of sentiment analysis, the study compares model performance with and
without the inclusion of this symbolic variable across several regression methods. These include
the Center (CR) and Center and Range (CRM) approaches for linear regression Lima and De Car-
valho (2010), along with regularized variants using Ridge and Lasso penalties Rodríguez (2018).
The evaluation also considers non-parametric techniques such as K-Nearest Neighbors (KNN) and
neural networks Lima-Neto and De Carvalho (2017) and Rodríguez (2018).

Performance is assessed using evaluation metrics proposed by Lima and De Carvalho (2010),
which include the root mean square error (RMSE) for both interval bounds, the correlation coeffi-
cient for each bound, and the coefficient of determination R2.

The implementation uses the RSDA package Rodríguez et al. (2023), which provides functions
for fitting regression models to Interval-valued data and calculating the evaluation metrics. The
results demonstrate improved predictive performance when sentiment analysis is integrated. The
validation uses the Hotel Reviews Dataset Enriched, available on Kaggle Calislar (n.f.).
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In recent decades, the logic underlying traditional methods used to perform discriminant analysis
for classifying a set of statistical units has been extended to more complex data structures. These
structures involve data recorded, for example, as intervals, histograms or distributions, within to a
symbolic data table. Symbolic Data Analysis is particularly useful for handling datasets containing
more complex and structured information than conventional unit-variable data tables.

In this framework, discriminant analysis aims at establishing a decision rule that effectively sep-
arates different groups within a symbolic dataset. Some proposals for extending and adapting
discriminant analysis to accommodate symbolic structures are already present in the literature
(Ishibuchi et al., 1990; Duarte Silva and Brito, 2006, 2015; Dias et al., 2021), and often refer to
linear discriminant methods. These methods rely on different types of symbolic representations
and techniques, and consider specific issues such as measuring the distance among objects to man-
age the inherent nature and complexity of symbolic data. Indeed, one major challenge is defining
appropriate distance measures to ensure the effectiveness of the discriminant process.

In this study, we aim at classifying symbolic objects described by parametric density functions into
two predefined groups. To this end, we employ the Jensen-Shannon divergence as dissimilarity
measure between objects. This is an entropy-based measure, also related to the Kullback-Leibler
divergence, and has already been used in the context of density function clustering (Condino, 2009,
2023) due to its advantageous properties. Specifically, it can be shown that adopting this measure
allows us to obtain the barycentre of each group as a mixture of densities describing the units
within that group. Therefore, the barycentre is still a density function, so that each centre belongs
to the space of description of the considered symbolic objects. In this context, it is possible to
verify that the total divergence, i.e. the divergence of all considered objects, can be decomposed
in two components, one relating to the dissimilarities within each group and the other reflecting
the dissimilarities between groups, according to Huygens’ theorem. Based on this evidence, it
is possible to derive a classification rule to assign each statistical unit to one of the two groups,
ensuring that each symbolic object is allocated to the group in such a way that the total Jensen-
Shannon divergence is minimized.

An application to real data is performed. The data pertain to air time and departure delays of
the airline companies operating in NY airports in 2013, classified as Main and Regional carriers.
These data have already been used in the context of linear discriminant analysis of distributional
data (Dias et al., 2021), by considering interval and histogram-valued variables. Here, a symbolic
data table is constructed where each unit is the airline/month and each descriptor is a parametric
density function, obtained by fitting a specific parametric model on monthly data. In particular, the
Generalized Extreme Value distribution is considered to model Departure Delay, while the model
proposed by Domma and Condino (2014) is used to describe Air Time distribution. This latter
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model is particularly useful in this case, as it is well-suited for describing data characterized by
multiple modal points, as observed here. For each of the two groups, the barycentre is obtained
as the mixture of the densities within the group, and the classification into the two groups is per-
formed, according to the specified rule and by using numerical integration method to compute
the dissimilarity values. The obtained results show a good performance of the proposed method
in discriminating between the two types of carriers, achieving an accuracy above 87% for each
descriptor.
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Symbolic Data Analysis (SDA) extends traditional data analysis and mining techniques to han-
dle more complex data types, such as Interval-valued data, representing variables using lower and
upper bounds (Billard and Diday, 2012). Interval data are particularly useful in economics, me-
teorology, and social sciences, where observed phenomena naturally fluctuate within well-defined
ranges. Interval-based classification models extend traditional algorithms, such as logistic regres-
sion, decision trees, and neural networks, to handle the added complexity of Interval-valued inputs.
As presented in Souza, Queiroz and Cysneiros (2011), logistic regression classifiers in SDA for
the interval data often use the center and the interval bounds, with predictions typically based on
the average of the lower and upper bound estimates.

This study explores a new logistic regression classification rule for Interval-valued data. The pro-
posed methodology transforms the lower and upper bounds into separate predictor variables, which
serve as input for multiple base models. The predictions of these models are then combined into
a metamodel that uses logistic regression to capture interactions between the components of the
interval and improve predictive accuracy (Breiman, 1996). Although averaging the bounds may
overlook information about data dispersion, the stacked model learns how each bound contributes
to the prediction separately, allowing the metamodel to integrate the information more effectively.

Definition 1 Let K be the number of pattern classes labeled as 1, . . . , K. A symbolic training set
X = {(x(i), y(i))}Ni=1 consists of N instances, where each x(i) is a vector of p symbolic interval
variables X(i)

j = [aij, bij] and y(i) is a categorical response variable taking values in {1, . . . , K}.
Each interval variable Xj belongs to the set I = {[a, b] ∈ R2 : a ≤ b}. The categorical response
Y is represented by K binary indicator variables Yk, such that Yk = 1 if Y = k, and Yk = 0
otherwise. Each Yk follows a Bernoulli distribution with parameter pk = Pr(Y = k | x). A set
of K linear functions fk(x) is used within a multiclass logistic regression framework to estimate
these posterior probabilities. This approach applies a one-vs-rest strategy.

Definition 2 Consider a stacking-based model where the lower and upper bounds of the interval
data are used as features for a meta-model based on logistic regression. Let the interval data for
each pattern i be represented by two vectors of p covariates: xL = (xL1, . . . , xLp) and xU =
(xU1, . . . , xUp), where xLj = aj and xUj = bj are the lower and upper bounds, respectively.

The first level of the stacked logistic model trains two base classifiers (logistic regression) sep-
arately, using xL and xU as input. Each base classifier provides a probability prediction for
each class k, denoted as Pk(xL) and Pk(xU). These predictions form a vector of characteristics
z = (P1(xL), P2(xL), . . . , PK(xL), P1(xU), P2(xU), . . . , PK(xU)), input to a metamodel.

The metamodel is based on logistic regression and is trained to predict the final class k̂ for a given
input x. The logistic regression model uses the feature vector z as input and predicts the class
probabilities Pk(z) for each class k. The predicted class k̂ is the one with the highest probability
Pk(z) among all classes k, given the feature vector z. Figure 1 shows the classification steps.
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Figure 1: Steps of classification rule based on Stacked Logistic Regression.

Example: Two seed datasets were constructed, each containing 1200 points distributed into three
unbalanced classes: class 1 n = 600; class 2 n = 400; class 3 n = 300. The datasets were
generated using bivariate normal distributions with the following characteristics in Table 1:

Table 1: Parameters of Seed Datasets I and II

Class Seed Dataset I: Well-Separated Seed Dataset II: Overlapping
1 µ = (15, 5)⊤, σ2

1 = 64, σ2
2 = 9, σ12 = 0 µ = (17, 5)⊤, σ2

1 = 81, σ2
2 = 25, σ12 = 0

2 µ = (30, 10)⊤, σ2
1 = 25, σ2

2 = 36, σ12 = 0 µ = (25, 15)⊤, σ2
1 = 16, σ2

2 = 81, σ12 = 0

3 µ = (5, 10)⊤, σ2
1 = 25, σ2

2 = 9, σ12 = 0 µ = (15, 10)⊤, σ2
1 = 16, σ2

2 = 16, σ12 = 0

Bivariate data classes were generated from seed vectors (s1, s2)
⊤, where each class size n was

randomly drawn from a uniform distribution U [20, 60]. The individual units within each class
were sampled from a bivariate normal distribution with independent components. The data values
for each component were also simulated using uniform distributions with five different ranges:
U [1, 10], U [1, 20], U [1, 30], U [1, 40], and U [1, 50].

The analysis followed a Monte Carlo approach with 500 replications per dataset. For each replica-
tion, 75% of the data were randomly selected for training and 25% for testing. The classification
error was computed per class on the test set, and the final error rate was obtained by averaging these
values. Table 2 shows the results. As the interval range increases (from [1-10] to [1-50]), the clas-
sification error of both models slightly increases; however, the stacked logistic model outperforms
the average model across all configurations.

Table 2: Mean classification error of models in Criteria 1 for both scenarios

Dataset I – Well-Separated Classes Dataset II – Overlapping Classes
Model [1–10] [1–20] [1–30] [1–40] [1–50] [1–10] [1–20] [1–30] [1–40] [1–50]
average 0.175 0.175 0.179 0.180 0.183 0.340 0.342 0.344 0.344 0.345
stacked 0.169 0.171 0.173 0.175 0.177 0.335 0.337 0.339 0.339 0.340

References

Billard, L., Diday, E. (2012). Symbolic data analysis: Conceptual statistics and data mining. John Wiley &
Sons.

Souza, R. M. C. R., Queiroz, D. C. F., Cysneiros, F. J. A. (2011). Logistic regression-based pattern classifiers
for symbolic interval data. Pattern Analysis and Applications, 14(3), 273-282.

Breiman, L. (1996). Stacked regressions. Machine learning, 24, 49-64.

68



Applications of SDA

69



70



LIMOS - LightGBM Interval Merton’s One-period-portfolio
Selection

Liang-Ching Lin1,⋆

1. Department of Statistics, National Cheng Kung University, Tainan, Taiwan
⋆Contact author: lclin@ncku.edu.tw

Keywords: LightGBM, Merton’s portfolio problem, Symbolic data analysis.

The modern portfolio theory can assist us in allocating wealth to risky and risk-free assets reason-
ably by using some statistical methods. In this study, we will focus on evolving Merton’s portfolio
problem proposed by Merton (1969). By maximizing the expected utility function of the portfolio
value processes, Merton (1969) obtained the optimal portfolio weight but required the estimation
of the mean and variance of the log returns. Instead of the conventional parameter estimations
based on only the closing prices, referring to Lin and Sun (2019), we include the opening, high,
low, and closing prices to enlarge the database as much as possible to make the parameter estima-
tions much more accurate. Furthermore, the covariances are estimated using the bivariate symbolic
Interval-valued variables under a copula function as shown in Lin, Guo and Lee (2023). However,
we found that the estimation of the mean of the log returns is relatively inaccurate such that we
may have the incorrect transaction direction. That is, we may decide to buy the stock but it falls
or vice versa and then we lose the money. In order to solve this problem, we use the LightGBM to
predict the transaction directions, in which, the stock prices and many statistics related to Interval-
valued variables are included in the features. In real data analysis, we demonstrate the usefulness
of combining the aforementioned methods by showing the portfolio profits of selecting 10 stocks
in 2018 and 2019. The results particularly show the superiority of the proposed strategy over the
conventional method: the profits are almost positive and have around 60% to 94% annually.
(This work is joint with Hao-Chien Huang and Sz-Wei Charng).
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The aim of our research is to develop a metodology for exploratory data analysis of symbolic data
to test the positive youth development framework using traditional and digital mobile assessment.
In the presentation we intend to discuss some conceptual ideas and present some preliminary re-
sults using a real data set.

Data: One hundred and thirty Croatian high-school students reported on the quality of their close
friendships and their affect seven times a day for one week (i.e. 49 assessments). More than half
of them (58 %) were female, 40 % were male and 2 % preferred not to state their gender. Their
average age was 15.91 years (SD = .314). While 60 % of them were attending secondary school
preparing them for higher education, 40 % of them were in vocational training. The schedule for
the assessments was semi-random, meaning that participants were asked the questions at random
intervals in two-hour blocks of time between 7am and 9pm.

Data collection: The study was conducted using the Effortless Assessment Research System
(EARS) application from Ksana Health, University of Oregon (Lind et al. (2018)), which al-
lows for a combination of ecological momentary assessment questions (i.e., about participants’
experiences and behaviors in the current moment in time) and passive mobile data collection. The
collected passive data contains information on the use of a total of 927 mobile applications used by
the responders during the observation period. These applications were categorized into 16 groups,
which were formed semi-automatically using generative AI (ChatGPT, Google Bard): Books and
Reading, Communication, Device Management, Education and Learning, Entertainment, Finance
and Banking, Games, Health and Fitness, Multimedia, Music and Audio, News, Online Shopping
and Services, Social Media, Tools and Productivity, Travel, and Other.

The obtained data set consists of three groups of variables: 1) survey data (gender, school success,
risk level for depression and anxiety, and the like), 2) assessment questions collected from respon-
ders using the EARS application about the quality of their friendship relationships, mood, skills,
self-perception (awareness), and similar ecological momentary assessment data, and 3) variables
about the total amount of time spent with specific groups of mobile applications (passive data).
The data have already been analysed using factor analysis to analyse the quality of friendship and
well-being in adolescence based on daily active data (Šutić et al. (2025)).

The aim of this study is to identify profiles of adolescents based on ecological momentary as-
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sessment and passive data using clustering methods of symbolic data analysis (Billard and Diday
(2019), Brito and Dias (2022)). Since each responder answered the ecological momentary as-
sessment questions several times, these data can be considered as symbolic data (Bock and Diday
(2000), Brito (2014), Diday (2016)). For this purpose, we will include as the subjects (observed
units) responders with at least 10 assessments (recordings) and describe them with symbolic data.
Considering relations between 25 measured variables of the ecological momentary assessment
data, six composed variables are defined. These variables can be expressed either as weighted
mean values or as a distribution of data ranging from 1 to 7, where the values are weighted ac-
cording to the calculated composite frequencies. Such distributional data fit to the framework of
symbolic data and enable to preserve intrinsic variability of the answers. For them, several dissim-
ilarity measured have already been proposed (Brito and Dias (2022)). The variables related to the
passive data, on the other hand, can be considered as total applets usage or interval-valued data.
To combine both types of variables, passive data can be used as external variables, or a composite
distance measure should be found that combines both types, ecological momentary and passive
data. All these options allow us to use classical clustering approaches or symbolic clustering ap-
proaches. In practical application, however, the question arises as to which approach provides
better results. Since the evaluation in this case is not straightforward, we will discuss both options.
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